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User/Item based RBM (U-RBM/ I-RBM)

RBM for CF(Salakhutdinov et al.)
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Figure 1: RBM with multinomial visible units

e User-based : use different RBM for each user.

e Ratings as multinomial variables.
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User/Item based RBM (U-RBM/ I-RBM)

User based RBM model

Figure 2: The user based RBM model with real-valued visible units.

o For N users, M items, F hidden units,

{vi,va, -+ ,vm} : M real-valued visible units.

{h1, h2,- -, he} : F binary hidden units.

It has modeled the correlation between item ratings only.
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User/Item based RBM (U-RBM/ I-RBM)

User based RBM model

o Conditional Bernoulli distribution for modeling " hidden" user feature:

M
P(hj = 1[V) = o (b + Y _ Wyvi)

i=1
o Conditional normal distribution for modeling "visible” rating :
(Vl|h a, + Z W h O'

where 0’ is the variance of the jth visible unit, bias a; for the visible unit v;,
and bias b; for the hidden unit h;.

e For prediction, V; = a; + Z}il Wijh;.
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User/Item based RBM (U-RBM/ I-RBM)

[tem based RBM model

e {vi,vs, -, vy} represent all ratings for an item.

e [t has modeled the correlation between user ratings only.
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Hybrid non-11D RBM (UI-RBM)

Non-IID Hybrid RBM model

e Combination of the two RBM models into a single unifed model.

e Takes into account both item-item and user-user correlations.

e Let vj be the visible unit that corresponds to the rating of user i on item j.

e The unit v is connected to two independent hidden layers - one user-based

and another item-based.
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Hybrid non-11D RBM (UI-RBM)

Non-IID Hybrid RBM model

Figure 3: User-item based RBM model.
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Hybrid non-11D RBM (UI-RBM)

Non-IID Hybrid RBM model

o Let the upper index U/I be related to the user-based/item-based hidden

layer.
o For example, for the upper index U,

e FY : size of the user-based hidden layer

. ij(j . weight between item j and user-based hidden unit k
e aY : bias for the user i

e b/ : bias for the user-based hidden unit k
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Hybrid non-11D RBM (UI-RBM)

Learning/ Prediction

e "Contrastive Divergence” (CD) :

N

AWY = NZ < Vih{ >data — < vighi >7)
i=1
1 M

AW}, = i > (< vihi >dats — < vy >7)

i=1

o \We average the predictions of two models :
FI

1
fj =5 | o + D Wihil + af + > Wich;
= k=1
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Neighborhood method boosted by I-RBM (I-RBM + INB)

Neighborhood method boosted by I-RBM

Combine the predictions of an RBM model with those of a standard

neighborhood-based model.

Let r/; be rating of user u for item i by the [-RBM model.
let 77 be average rating for item i.
Pearson correlation

(i = F)(ryy = 75)
VI (= A SI (72

Corryj =

Prediction "
A Zj:1(ruj_Tj)C0”U

fui = Ti + i
Zj:l | Corr]
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Experimental Results

Experimental Results with MovieLens data (100k)

CF MODEL MAE
SVD PCA (VOZALIS ET AL., 2010) 0.793
H-NLPCA (VozALIs ET AL., 2010) 0.784
U-RBM 0.779
I-RBM 0.775
SVD (SARWAR ET AL., 2002) 0.733
ITEM-BASED CF (SARWAR ET AL., 2001) 0.726
ITER PCA + K-MEANs (Kiv & Yuwm, 2005)  0.712
ITer PCA + RRC (Kim & Yuwm, 2005) 0.700
I-RBM-+INB 0.699
UI-RBM 0.690

LATENT CF (LANGSETH & NIELSEN, 2012) 0.685

Table 1: Comparison (on 100k) of the prediction quality of various CF models and our
RBM-based models (in bold).

v Error comp. : U-RBM > I-RBM > SVD > |I-RBM+INB > UI-RBM
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Experimental Results

Experimental Results with MovieLens data (1M)

CF MobEeL MAE
Real U-RBM 0.762
Real I-RBM 0.761
L8 (TArRANTO ET AL., 2012) 0.720
MurrinomiaL U-RBM 0.711
MurTinoMIAL [-RBM 0.710
Multinomial UI-RBM 0.685
GAUSS-UL-BM (TRUYEN ET AL., 2009) 0.675
Real I-RBM+INB 0.669
ORD-UI-BM (TRUYEN ET AL., 2009) 0.657
Real UI-RBM 0.645
ORD-UI-BM-CORR (TRUYEN ET AL., 2009)  0.640

Table 2: Comparison (on 1M) of the prediction quality of various CF models and our

RBM-based models (in bold).

v real U-RBM/I-RBM > multinomial U-RBM/I-RBM > real I-RBM+INB
v multinomial UI-RBM > real UI-RBM
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